統計學 (Elementary Statistics)
2005 Spring
第二次小考

1. You are given the following ANOVA table of complete randomized design: 
Source of
Sum of
Degrees of
  Mean

Variation
Squares
Freedom
Square
  F

Between

Treatments
180
     3

Within

Treatments

(Error)


TOTAL
480
        18

(a) Complete the ANOVA table.
(b) How many treatments are there?
(c) Write down the null hypothesis and alternative hypothesis.

(d) Using (=0.05, check if there are differences between treatments. 
2. A process for the manufacture of penicillin was being investigated, and yield was the response of primary interest. There were 4 variants of the basic process to be studied, denoted as treatment A, B, C, and D. It was known that an important raw material, corn steep liquor, was quite variable. Fortunately blends sufficient for four runs could be made, thus applying the opportunity to run all 4 treatments with each of 5 blocks. 
	Block
	A
	Treatment

B
	C
	D

	1
	89
	88
	97
	94

	2
	84
	77
	92
	79

	3
	81
	87
	87
	85

	4
	87
	92
	89
	84

	5
	79
	81
	80
	88

	average
	84
	85
	89
	86


(a) Perform the ANOVA on this randomized block design, given that SSBL=264. (Note: You can use the formula SST=SSTR+SSBL+SSE.)
(b) State the null and the alternative hypotheses.
(c) Determine the test statistic.
(d) Use Fisher's LSD procedure and determine which population mean (if any) is different from the others.  Let ( = .05.
3. We are interested in determining the relationship between daily supply (y) and the unit price (x) for a particular item.  A sample of ten days supply and associated price resulted in the following data:
(x = 66,
(x2= 526, (y = 71, (y2= 605, and (x y = 557.
(a) Develop the least square estimated regression equation.
(b) Construct the ANOVA table of the regression equation. 

(c) Compute the coefficient of determination and fully explain its meaning.
4. (a) What is the required assumption in the Analysis of Variance (e.g. Completely Randomized Design)? 
(b) What is the required assumption about the error term ( in the regression analysis. 

5. A sample of 30 houses that were sold in the last year was taken.  The value of the house (Y) was estimated.  The independent variables included in the analysis were the number of rooms (X1), the size of the lot (X2), the number of bathrooms (X3), and a dummy variable (X4), which equals 1 if the house has a garage and equals 0 if the house does not have a garage.  The following results were obtained:

Coefficient
Standard Error

Constant
15,232.5
8,462.5


X1
2,178.4
778.0


X2
7.8
2.2


X3
2,675.2
2,229.3


X4
1,157.8
463.1

Analysis of Variance Table


Source of
Degrees
Sum of
Mean


Variation
of Freedom
Squares
Squares

Regression
204,242.88
51,060.72


Error (Residuals)
205,890.00
8,235.60
(a) Interpret the coefficient on the number of rooms X1 and dummy variable X4.
(b) What are the degrees of freedom for the sum of squares explained by the regression (SSR) and the sum of squares due to error (SSE)?
(c) Test whether or not there is a significant relationship between the value of a house and the independent variables. Use a .05 level of significance. Be sure to state the null and alternative hypotheses.
(d) Compute the coefficient of determination and interpret its meaning.
(e) Estimate the value of a house that has 9 rooms, a lot with an area of 7,500, 2 bathrooms, and a garage.
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[image: image1.jpg]tip.df)






	 df\p
	0.40 
	0.25 
	0.10 
	0.05 
	0.025 
	0.01 
	0.005 
	0.0005 

	1
	0.324920
	1.000000
	3.077684
	6.313752
	12.70620
	31.82052
	63.65674
	636.6192

	2
	0.288675
	0.816497
	1.885618
	2.919986
	4.30265
	6.96456
	9.92484
	31.5991

	3
	0.276671
	0.764892
	1.637744
	2.353363
	3.18245
	4.54070
	5.84091
	12.9240

	4
	0.270722
	0.740697
	1.533206
	2.131847
	2.77645
	3.74695
	4.60409
	8.6103

	5
	0.267181
	0.726687
	1.475884
	2.015048
	2.57058
	3.36493
	4.03214
	6.8688

	6
	0.264835
	0.717558
	1.439756
	1.943180
	2.44691
	3.14267
	3.70743
	5.9588

	7
	0.263167
	0.711142
	1.414924
	1.894579
	2.36462
	2.99795
	3.49948
	5.4079

	8
	0.261921
	0.706387
	1.396815
	1.859548
	2.30600
	2.89646
	3.35539
	5.0413

	9
	0.260955
	0.702722
	1.383029
	1.833113
	2.26216
	2.82144
	3.24984
	4.7809

	10
	0.260185
	0.699812
	1.372184
	1.812461
	2.22814
	2.76377
	3.16927
	4.5869

	11
	0.259556
	0.697445
	1.363430
	1.795885
	2.20099
	2.71808
	3.10581
	4.4370

	12
	0.259033
	0.695483
	1.356217
	1.782288
	2.17881
	2.68100
	3.05454
	4.3178

	13
	0.258591
	0.693829
	1.350171
	1.770933
	2.16037
	2.65031
	3.01228
	4.2208

	14
	0.258213
	0.692417
	1.345030
	1.761310
	2.14479
	2.62449
	2.97684
	4.1405

	15
	0.257885
	0.691197
	1.340606
	1.753050
	2.13145
	2.60248
	2.94671
	4.0728

	16
	0.257599
	0.690132
	1.336757
	1.745884
	2.11991
	2.58349
	2.92078
	4.0150

	17
	0.257347
	0.689195
	1.333379
	1.739607
	2.10982
	2.56693
	2.89823
	3.9651

	18
	0.257123
	0.688364
	1.330391
	1.734064
	2.10092
	2.55238
	2.87844
	3.9216

	19
	0.256923
	0.687621
	1.327728
	1.729133
	2.09302
	2.53948
	2.86093
	3.8834

	20
	0.256743
	0.686954
	1.325341
	1.724718
	2.08596
	2.52798
	2.84534
	3.8495

	21
	0.256580
	0.686352
	1.323188
	1.720743
	2.07961
	2.51765
	2.83136
	3.8193

	22
	0.256432
	0.685805
	1.321237
	1.717144
	2.07387
	2.50832
	2.81876
	3.7921

	23
	0.256297
	0.685306
	1.319460
	1.713872
	2.06866
	2.49987
	2.80734
	3.7676

	24
	0.256173
	0.684850
	1.317836
	1.710882
	2.06390
	2.49216
	2.79694
	3.7454

	25
	0.256060
	0.684430
	1.316345
	1.708141
	2.05954
	2.48511
	2.78744
	3.7251


Answer Key:
1. (a) The following is the ANOVA table:
Source of
Sum of
Degrees of
  Mean

Variation
Squares
Freedom
Square
  F

Between

Treatments
180
     3


60
  3 

Within

Treatments


 300

15
 

20


TOTAL
480
        18

(b) There are 4 treatments. 

(c) Ho: (1=(2=(3=(4 vs. Ha: Not all ( are the same. 
 (d) Do not reject Ho at (=0.05, since F0.05(3,15)=3.29. 
2. (a) Here is the ANOVA table: 
Source  

DF   SS       MS     F      P

Treatment     3    70  23.3333  1.24  0.339

Block         4   264  66.0000  3.50  0.041

Error        12   226  18.8333

Total        19   560

(b) Ho: (1=(2=(3=(4 vs. Ha: Not all ( are the same. 
 (c) The testing statistics is F=1.24 and do not reject Ho. 

 (d) LSD = t(/2 
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= 2.179 ( 2.745 = 5.98.  Since the F-ratio is not significant, there shall be no differences between any two treatments. 
3. (a) The estimates are b1 = 
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 and b0 =
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  (b) Here is the ANOVA table: (SST = (y2-((y)2/n = 100.9, SSR=SST( R2)
Source  

DF   SS       MS     F  

Regression    1  86.44  
86.44  47.82  

Error         8  14.46  
1.81
Total         9  100.9
  (c) Since the correlation coefficient 
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 R2= 0.8567, i.e., the total variation of y can be reduced 85.67% by including the variable x. 
4. (a) The assumption in the ANOVA is that 
(For each population, the response variable is normally distributed.

(The variance of the response variable is the same for all of the populations.

(The observations must be independent

  (b) The errors in the regression analysis are independently and identically distributed. 
5. (a) Each additional room increases the value of the house by $2178.4, holding all other variables constant. The value of a house increases by $1,157.8 if the house has a garage when compared to a house that does not have a garage, holding all other variables constant.

(b) 4 and 25. 

(c) H0: (1 = (2 = (3 = (4 = 0  vs.  Ha: at least one of the ('s does not equal 0

Reject H0; 6.2 > 2.76. 

(d) 0.498; 49.8% of the variability in Y is explained by the independent variables.

(e) 99,846.3
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