信度(Reliability)

What use would an elastic tape measure be? Not much, because it would produce different results depending on how much it was stretched, i.e. it would be unreliable. Reliability is concerned with the extent to which a test instrument, whether it is concerned with measuring physical, biological or psychosocial phenomena, is able to produce the same data when measured at different times, or by different users; assuming of course that the phenomena being measured has not actually changed!
Reliability may be characterized as either internal or external. External reliability is probably the easiest to understand since it simply means the extent to which data measured at one time is consistent with data from the same variable measured at another time. Thus if we measure how tall someone is and then next week repeat the measurement we will very likely find that the measurement hasn't changed at great deal, if at all. In this sense the measuring instrument, i.e. the tape measure or ruler, is a highly reliable measuring instrument. We could express this reliability statistically by correlating the data from a group of people whose height was measured at time 1, with the heights of the same people measured at time 2. We would of course find very strong agreement and this would be indicated by a large positive correlation, of the order of 0.9 or more; remembering that a correlation of 1 indicates a perfect relationship between the two measures, or in this context 100% reliability. This technique for measuring external reliability is known as the test-retest method.
Internal reliability is more correctly a measure of internal consistency. If we consider the example of a nurse taking the blood pressure of a patient (say) every hour for 24 hours, we might expect that as fatigue sets in so the measurements taken become more erratic, and overall the reliability of the measures decreases. This would be known as a decrease in intra-reliability. Now suppose we had two nurses taking the blood pressure over the 24 hours, it is doubtful that they would always produce the exact same data and if we were to compare the two sets of data this would give us a measure of inter-observer reliability - quite an important measure in many health care settings.
Statistically, there are several ways in which we might measure reliability. In the case of the blood pressure example a correlation between the blood pressure data of the two nurses would give an indication of inter - observer reliability. Since a correlation of 1 indicates a perfect relationship between two variables we would expect something close to this for the reliability measure to reach acceptable levels, perhaps 0.7 or greater.
When looking at reliability in terms of internal consistency there are several ways of examining the data. To test the reliability of standardized tests, item analysis in the form of Cronbach's Alpha coefficient is often used. The alpha coefficient is computed by correlating all the scores on individual items, with the overall score on the test. Tests with high reliability, i.e. those with high internal consistency, will achieve an alpha coefficient of 0.75 or more on a scale of 0 to 1 where a high score indicates high reliability.
If we wanted to evaluate the reliability in a situation of repeated testing, as in the blood pressure example above, i.e. intra-observer reliability, then a split-half test might the most appropriate. Data from two halves of the sequence of data is obtained, this might be the first half compared with the second half, or it may be two randomly selected halves. When these two sets of data are correlated, a high correlation of 0.9 or more would be expected for an acceptable level of intra-observer reliability. 
A more sophisticated measure of the split-half technique is the Kuder-Richardson method, a statistical procedure which estimates the split-half correlation which would be produced if every possible split-half correlation was obtained and an overall average computed. Regardless of the methods used to assess reliability, it is very important that researchers consider seriously the reliability of the instruments and procedures used in their research.
	Split-Half Reliability

Step 1: Divide the test into equivalent halves. 

Step 2: Compute a Pearson r between scores on the two halves of the test. 

Step 3: Adjust the half-test reliability using the Spearman-Brown formula 


Spearman-Brown Formula

· used to estimate how much a test's reliability will increase when the length of the test is increased by adding parallel items 

· where L = the number of times longer the new test will be 

· estimate of SEM for different test lengths can be obtained using 



Cronbach's Alpha () 

If we compute one split-half reliability and then randomly divide the items into another set of split halves and recompute, we can keep doing this until we have computed all possible split half estimates of reliability. Cronbach's Alpha is the geek equivalent to the average of all possible split-half estimates (although that's not how we do it.) 

In saying we compute all possible split-half estimates, it doesn't mean that each time we go and actually measure a new sample! Instead, we calculate all split-half estimates from the same sample. Because we measured all of our sample on each of the six items, all we have to do is have the computer analyze the random subsets of items and compute the resulting correlations. 

The figure shows several of the split-half estimates for our six item example and lists them as SH with a subscript. Just keep in mind that although Cronbach's Alpha is equivalent to the average of all possible split half correlations we would never actually calculate it that way. 
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Rulon's Split-half Method

· Split test into two halves and create half-test scores 

· Compute the difference between half-test scores 

· Compute the variances of differences and total scores 

· reliability estimate = 


信度與效度(Reliability and Validity)
There are different kinds of reliability. Here’s a graphic to help you organize and remember these important ideas:
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Statistical Nuances

The actual statistics used to test reliability can be quite complex. However, the ideas are simple and really just forms of correlation and regression. We'll just give you a small taste of the procedures. Say you have a test that measures a personality trait. You would like for all the items to give you consistent information about the trait. How could you do that? 

Here's a clever idea - let's take half the items, compute your score and take the other half of the items and compute a separate score for each. If you found a high Pearson's correlation coefficient between these split halves then it would look like the two parts of the test agree with each other. The whole test would seem to have good internal consistency or reliability. This is in fact done with the Spearman-Brown Split Half Coefficient (rsb):
Split-Half Reliability (rsb):

Take your scale or test and divide it in some random manner into two halves. If the sum scale were reliable, you would expect that the two halves would have an r close to 1.0. Reliability will lead to less than perfect correlations. The actual equation for Split Half reliability is:  rsb = 2rxy /(1+rxy)

Cronbach's Alpha (a) - Another Approach:
You might see a problem in that you picked two halves at random. Why not try to take into account all possible split halves. Wouldn't that you give you a better estimate? In fact, that is done by Cronbach's Alpha:

Cronbach's Alpha (a) is preferred to rsb :

Cronbach's a = (k/(k-1)) * [1- S (s2i)/s2sum]
The s2i 's indicates the variances for the k individual items; s2sum indicates the variance for the sum of all items. Bottom line: If a is close to 1.0 your test items are reliable. Programs can claudicate this for you.

Spearman-Brown Split half Coefficient and Cronbach's Alpha are the most common statistics you will see. If you go into the field of testing (Psychometrics), let me assure you that you will learn much more.

Validity

Having subjects respond reliably on a measure is a great start, but there is another concept you need to get down really well. That’s validity. There are many kinds of validity, but they all refer to whether or not what you are manipulating, or what you are measuring, truly reflects the concept you think it does.

Here’s a crazy (but true) example: many years ago, people used to believe that if you had a large brain then you were intelligent. Suppose you went around and measured the circumference of your friend's heads because you also believed this theory, (they’d know for sure that you're a psychology major now). Is the size of a person’s head a reliable measure (Think first!)? The answer is YES. If I measured the size of your head today and then next week, I would get the same number. Therefore, it IS reliable. However, the whole idea is wrong! Because we now know that larger headed people are not necessarily smarter than smaller headed ones, we know that the theory behind the measure is invalid. 

Moral: When you do research in psychology you have to make sure that you get consistent results that also truly reflect those mysterious concepts that reside in the human mind. 

信度與效度(Reliability and Validity)
一份好的問卷應具備二個條件(1)信度(reliability)及(2)效度(validity)。信度又名可靠性，是指前後幾次測驗所得結果是否一致的程度。例如我們利用一把有延展性的彈性橡膠尺反覆測量學生身高，所得的結果每次的差異都相當大，那麼這把尺便不可靠，也就是缺乏信度。因為人的行為是活動的、變化的，藉由問卷所測量出的結果，不可能像尺量身高那麼穩定可靠，所以通常利用同一群受試者，前後測兩次，然後用統計分析求得兩次分數的相關係數。如果受試者人數多，r=0.8以上，即表示此一測驗具有高的信度。

效度又名正確性，表示能否測出我們想要測量的能力特徵的程度。例如某智力測驗的結果是「愈用功的學生所得分數愈高」，而不是「愈聰明的學生所得分數愈高」，則這個測驗所測的是學生的「努力」程度，而不是「智力」高低的程度。就智力測驗而言，像這樣測不出聰明程度的測驗，便是效度很低。在SPSS的選擇表中，選統計分析(資料縮減(因子，分別將變數選入「變數」盒中，開啟「萃取」次對話盒，並按「方法」盒中的按鈕，選「主成分」法執行因素抽取之後，再按「繼續」按鈕，畫面返回「因子分析」對話盒。接著按「因子分析」對話盒內的「轉軸法」按鈕，並在次對話盒中的「方法」盒內，勾選「最大變異法」執行正交轉軸之後，接著按「繼續」按鈕，畫面返回「因子分析」對話盒。接著開啟「因子分析」對話盒中的「分數」次對話盒，僅勾選「因素儲存成變數」檢查盒之後，再按「繼續」按鈕，畫面返回「因子分析」對話盒。按「確定」按鈕，執行因素分析。效度即共同性(
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代表所抽取因素之共同因素。(Minitab則選擇Stat ( Multivariate ( Factor Analysis，在「Method of Extract」中選「Principal Component」，與「Type of Rotation」中選「Varimax」。)
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