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Simple Linear Regression (o2
* Managerial decisions often are based on the relationship between two or
more variables.

* Regression analysis can be used to develop an equation showing how the
variables are related.

* The variable being predicted 1s called the dependent variable and 1s denoted by y.

* The variables being used to predict the value of the dependent variable are called
the independent variables and are denoted by x.

L PR (BRE AP ERE) vs. p Rl (B2 % BEEE)
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Simple Linear Regression (2.f2)

 Simple linear regression involves one independent variable and one dependent
variable.

 The relationship between the two variables is approximated by a straight line.

 Regression analysis involving two or more independent variables is called multiple

regression. Salary vs Expereience (Training Dataset)
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Simple Linear Regression Model

* The equation that describes how y is related to x and an error term is
called the regression model.

e The simple linear regression model is

r=p X y =P+ px+e

where: po and [, are the parameters of the model.

£ is a random variable called the error term.
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Simple Linear Regression Equation o4

The simple linear regression equation is

E(y) = Bo + p1x

where: [o is the y intercept of the regression line.
[1 are the slope of the regression line.

E(y) is the expected value of y for a given x value.

The graph of the regression equation is a straight line.
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Simple Linear Regression Equation of4

Positive Linear Relationship

E(y)

Regression line

Intercept

Slope £,
Po

IS positive
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Simple Linear Regression Equation sofs

Negative Linear Relationship

E(y)

Intercept
5y Regression line

Slope f,
Is negative
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Simple Linear Regression Equation @of4

No Relationship

E(y)

Intercept

o

Regression line

Slope /3,
isO

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 12
password-protected website or school-approved learning management system for classroom use.



A0 B % HceT i Eff % 3

Direct (Positive) Indirect (Negative) No Correlation




Statistics for Business and Economics (14e, Metric Version)

Estimated Simple Linear Regression Equation

The estimated simple linear regression equation:

j}=bﬂ+f}'1x

where: b, is the y intercept of the regression line.
b, are the slope of the regression line.

y is the estimated value of y for a given x value.
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Estimation Process

Regression Model
y=pmnt X te
Regression Equation
E(y) = [ + Bix

Unknown Parameters

ﬁﬂr ﬁi

b, and b,
provide estimates of

S and

Sample Data:

Estimated
Regression Equation
? = bu . bix
Sample Statistics
bﬂ! b1
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Least Squares Method .3

Least Squares Criterion

min Z(Jﬁ' — 5:)?

where:
y; = the observed value of the dependent variable for the it observation

y; = the estimated value of the dependent variable for the it" observation
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Least Squares Method 2.3
Slope for the Estimated Regression Equation

_ 20— D)Gi - )

R e

where: x; = the value of the independent variable for the i*" observation
y; = the value of the dependent variable for the i*"* observation
x = the mean value for the independent variable

y = the mean value for the dependent variable
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Least Squares Method ;o3

y-intercept for the estimated regression equation
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Simple Linear Regression

Reed Auto periodically has a special week-long sale. As part of the advertising
campaign, Reed runs one or more television commercials during the weekend
preceding the sale. Here are the data from a sample of 5 previous sales:

Number of Number of
TV Ads (x) Cars Sold (y)
1 14
3 24
2 18
1 17
3 27
>x=10 2y =100
.,
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Estimated Regression Equation

* Slope for the estimated regression equation

_Si= D= _20 _
S Er e B

* y-intercept for the estimated regression equation

* Estimated Regression Equation: y = 10 + 5x
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Using Excel’s Chart Tools for Scatter Diagram & Estimated Regression
Equation

Reed Auto Sales Estimated Regression Line

Cars Sold
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Coefficient of Determination of3)
Relationship Among SST, SSR, SSE

SST SSR  + SSE

YW =9 =X@: =9+ X — 5:)°

where:
SST = total sum of squares
SSR = sum of squares due to regression
SSE = sum of squares due to error
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Coefficient of Determination 2of3)

The coefficient of determination is:

. SSR

T = SsT

where:
SSR = sum of squares due to regression
SST = total sum of squares
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Coefficient of Determination ;o3

SSR 100

- - =
r _SST_114_0'8772

The regression relationship is very strong; 87.72% of the variability in
the number of cars sold can be explained by the linear relationship
between the number of TV ads and the number of cars sold.
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Using Excel to Compute the Coefficient of Determination

Adding r? Value to Scatter Diagram

Reed Auto Sales Estimated Regression Line

Cars Sold
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Sample Correlation Coefficient o2

Ty = (sign of b, )V Coefficient of Determination

Ty = (sign of by) \/;

where:

b;= the slope of the estimated regression equation
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Sample Correlation Coefficient of2)

Ty = (signof b,) \/E

The sign of b, in the equation y = 10 + 5x is positive, so

Ty = v0.8772 = 0.9366
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Assumptions About the Error Term &

1. The error € is a random variable with mean of zero.

2. The variance of &, denoted by d?, is the same for all values of the
independent variable.

3. The values of € are independent.

4. The error € is a normally distributed random variable.
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Testing for Significance (o3

 To test for a significant regression relationship, we must conduct a hypothesis test to
determine whether the value of p; is zero.

* Two tests commonly used are the t test and F test.

* Both the t test and F test require an estimate of g4, the variance of ¢ in the regression
model.
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Testing for Significance o3

An Estimate of ¢

The mean square error (MSE) provides the estimate of g2, and the notation s? is also used.

SSE

where:

SSE = Z(}’i - 93 = Z(}’i — By — by ¥;)*
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Testing for Significance o3

To estimate g, we take the square root of s?.

The resulting s is called the standard error of the estimate.
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Testing for Significance: t Test (ot4

Hypotheses:
Hi: B3 =10
H;: f; #0

Test Statistic:

bl S

t = — where §;, =
Sbq b1 \/Z(xi_f)z
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Testing for Significance: t Test 20r4)

Rejection Rule:

Reject H,if p —value £ a
Reject Hyif t <=t orift 2ty

where:

t,, is based on a t distribution with n — 2 degrees of freedom
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Testing for Significance: t Test zofs

1. Determine the hypotheses. Hy: 1 =0
Ha: ﬁl == 0

2. Specify the level of significance. a = 0.05

3. Select the test statistic. t

Sbl

4. State the rejection rule. Reject H if the p-value < 0.05 or |t]| > 3.182 with 3
degrees of freedom.

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 34
password-protected website or school-approved learning management system for classroom use.



Statistics for Business and Economics (14e, Metric Version)

Testing for Significance: t Test aof4

5. Compute the value of the test statistic.
by _
sp,  1.08

t =

6. Determine whether to reject H,.

t = 4.4541 provides an area of 0.01 in the upper tail. Hence the p-value < 0.02.
Also, t = 4.63 > 3.182, so we can reject H,.
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Confidence Interval for 1 aof3)

* We can use a 95% confidence interval for 3; to test the hypotheses just used
in the t test.

* Hyis rejected if the hypothesized value of 3, is not included in the confidence
interval for f3;.
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Confidence Interval for [ o3

b, + f.:rfz(-‘fbl)

where
b, = the point estimator,
L2 (sbl) = the margin of error, and

te/2 = the t value providing an area of a /2 in the upper tail of a t distribution
with n — 2 degrees of freedom.
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Confidence Interval for 51 o3

* Rejection Rule
Reject H, if 0 is not included in the confidence interval for f;.

* 95% Confidence Interval for 54

5 + 3.182(1.08)
5 + 3.44

1.56 to 8.44
e Conclusion

0 is not included in the confidence interval. Reject H,.
-
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Testing for Significance: F Test 1 of3)

* Hypotheses: Hy: By =0
Ha: ﬁ]_ == 0

__ MSR

e Test Statistic: —
MSE

* Rejection Rule:
Reject Hy if the p-value < 0.05 orif F = E,

where F, is based on an F distribution with 1 degree of freedom in
the numerator and n — 2 degrees of freedom in the denominator.
-

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 39
password-protected website or school-approved learning management system for classroom use.



Statistics for Business and Economics (14e, Metric Version)

Testing for Significance: F Test of3)

1. Determine the hypotheses. Hy: p1 =0
Hﬂ_: ,81 + 0

2. Specify the level of significance. a = 0.05

MSR
3. Select the test statistic. |
MSE

4, State the rejection rule. Reject H, if the p-value < 0.05 or F = 10.13 with
1 df in the numerator and 3 df in the denominator.
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Testing for Significance: F Test zot3)

5. Compute the value of the test statistic.

MSR 100

= MSE 2667 1%

F

6. Determine whether to reject H,.

F =17.44 provides an area of 0.025 in the upper tail Thus, the p-value
corresponding to FF = 21.43 is less than 0.025. Hence, we reject H,.

The statistical evidence is sufficient to conclude that we have a
significant relationship between the number of TV ads aired and the

number of cars sold.
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Some Cautions about the Interpretation of Significance Tests

* Rejecting Hy: f1 = 0 and concluding that the relationship between x and y is significant
does not enable us to conclude that a cause-and-effect relationship is present between

x and y.

* Just because we are able to reject Hy: f; = 0 and demonstrate statistical significance
does not enable us to conclude that there is a linear relationship between x and y.
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Using the Estimated Regression Equation for Estimation and Prediction .2

* A confidence interval is an interval estimate of the mean value of y for a given value of x.

* A prediction interval is used whenever we want to predict an individual value of y for a
new observation corresponding to a given value of x.

 The margin of error is larger for a prediction interval.

ﬂéifa/{ T B IERLT A R AL
L7082 ORR ST hE O TERLEIE
2. »ﬁ&ﬁm BEZIFERZTK > FRRI S & En 4
>% - BRI TIERITIBE | F2HFEE TIERIBYE, o
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Using the Estimated Regression Equation for Estimation and Prediction 2of2)

* Confidence Interval Estimate of E(y™)

V' £ ta(sy)

* Prediction Interval Estimate of E(y™)

o,

}'* G s tc:rfz (Spred)

where 1 — a is the confidence coefficient and t,/, is based on a t distribution with n — 2
degrees of freedom.
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Point Estimation

If 3 TV ads are run prior to a sale, we expect the mean number of cars
sold to be:

¥ =10+ 5(3) = 25 cars
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Confidence Interval for E(y™) aof2

Estimate of the Standard Deviation of y™:

_ 216025 |~ 8y’
. E T T—27% G- 2R a2

1
S:p* — 216025 E
\

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 47
password-protected website or school-approved learning management system for classroom use.

+-—-=1.4491

i =




Statistics for Business and Economics (14e, Metric Version)

Confidence Interval for E(y™) o2

The 95% confidence interval estimate of the mean number of cars sold
when 3 TV ads are run is:

V" + tasz(sy+)
25 + 3.1824(1.4491)

25+ 4.61

20.39 to 29.61 cars
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Prediction Interval for y™ o2

Estimate of the Standard Deviation of an Individual Value of y*

[

1 x* — x)?
Spred = S 1+ ( )

R ST

-

1 1

Spred:2-15025 J P S .
J 572

Spreqa = 2.16025(1.20416) = 2.6013
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Prediction Interval for y™ or2)

The 95% prediction interval estimate of the number of cars sold in one
particular week when 3 TV ads are run is:

ﬁ* + ta/ (Spred)
25+ 3.1824(2.6013)

25+ 8.28

16.72 to 33.28 cars
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Computer Solution

* Up to this point, you have seen how Excel can be used for various parts of a regression
analysis.

* Excel also has a comprehensive tool in its Data Analysis package called Regression.

* The Regression tool can be used to perform a complete regression analysis.

* Performing the regression analysis computations without the help of a computer can be
quite time consuming.

* On the next slide we show Minitab output for the Reed Auto Sales example.

* Recall that the independent variable was named Ads and the dependent variable was
named Cars in the example.
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Minitab Output @of2)

The regression equation is

Cars = 10,0 + 5.00 Ads

Predictor Coef SE Coef T p

Constant 10.0040 2.366 4.23 0.024

Estimated
Regression
Equation

Ads 5.0000 1.080 4.63 0.019

ANOVA
Table

$ = 2.16025 R-sq = B7.7% R-sgladj) = 83.6%

Analysis of Variance

SOURCE

Regression 1 100 100 2143 0019
Residual Err. 3 14 4,667 Interval
Total 4 114

Estimates

Predicted Values for New Observations

Mew
Obs Fit SE Fit a5% Cl. 58 P,
1 23 1.45] (20.39, 29.61) (16.72, 33.28)
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Minitab Output @of2)

* Minitab prints the estimated regression equation as Cars = 10 + 5 Ads.

* For each of the coefficients b, and b,, the output shows its value, standard deviation, t value,
and p-value.

* Minitab prints the standard error of the estimate, s, as well as information about the
goodness of fit.

* The standard ANOVA table is printed.

* Also provided are the 95% confidence interval estimate of the expected number of cars sold
and the 95% prediction interval estimate of the number of cars sold for an individual
weekend with 3 ads.
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Using Excel’s Regression Tool (1.f4

Excel Output (top portion)

A B C

9

10 Regression Statistics Regression Statistics

11 Multiple R 0.936585812

12 R Square 0.877192982

13 Adjusted R Square 0.83625731

14 Standard Error 2.160246899

15 Observations 5

16
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Using Excel’s Regression Tool 2.f4

Excel Output (middle portion)

16

17 ANOVA

18 df SS MS F Significance F
19 Regression 1 100 100 21.4286 0.018986231
20 Residual 3 14 4.66667

21 Total 4 114

22
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Using Excel’s Regression Tool zofs

Excel Output (bottom-left portion)

A B C D E
22
23 Coeffic. Std. Err. t Stat P-values
24 Intercept 10 2.36643 4.2258 0.02424
25 TV Ads 5 1.08012 4.6291 0.01899
26

Note: Columns F — | are not shown
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Using Excel’s Regression Tool @ofs

Excel Output (bottom-right portion)

A B F G H I
22
23 Coeffic. Low. 95% Up. 95% Low. 95.0% Up. 95.0%
24 Intercept 10 2.46895 17.53105 2.46895044  17.5310496
25 TV Ads 5 1.562562 8.437438 1.56256189 8.43743811
A B F G H |

Note: Columns C—E are hidden
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Residual Analysis

* |f the assumptions about the error term € appear questionable, the hypothesis
tests about the significance of the regression relationship and the interval
estimation results may not be valid.

* The residuals provide the best information about ¢.

e Residual for observation i:

Vi — ¥

* Much of the residual analysis is based on an examination of graphical
plots.

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 58
password-protected website or school-approved learning management system for classroom use.



Statistics for Business and Economics (14e, Metric Version)

Residual Plot Against x @ofs

If the assumption that the variance of € is the same for all values of x is valid, and
the assumed regression model is an adequate representation of the relationship
between the variables, then the residual plot should give an overall impression of a
horizontal band of points.

y—y
1 Good Pattern
° T (] o
'g 0+4-————- !_3 9. ® o ___
N Py ®
& ¢ o 0 o o
X
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Residual Plot Against x ofs

y—y y—y

| Nonconstant Variance 1 Model Form Not Adequate

1 . 1
— T ° ® — T e ® o
o A1 ® © i
= i 3 ® o °
% 0___.__.____.____.__ g 0_____.__._____...__
o T ® o2 T ® o ®

| ® o o 1 o o .. ®

°®
1 ° ° + o ®
1 . 1
X X
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Residual Plot Against x zofs

Residuals

Observation Predicted Cars Sold Residuals
1 15 -1
2 25 -1
3 20 -2
4 15 2
5 25 2

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 61
password-protected website or school-approved learning management system for classroom use.



Statistics for Business and Economics (14e, Metric Version)

Residual Plot Against X @of4

CARS SOLD RESIDUAL PLOT

0 Residuals

-
©
=

=
*
@

(2

Cars sold
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Standardized Residuals

Standardized Residual for Observation i

¥i — Vi

Syi—P;

Syi—%; = 5\/1 — h;

Where:
(xj—x)*

2(x;—x)?

1
hi:__l_
n

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 63
password-protected website or school-approved learning management system for classroom use.



Statistics for Business and Economics (14e, Metric Version)

Standardized Residual Plot 1f3

* The standardized residual plot can provide insight about the assumption
that the error term € has a normal distribution.

* If this assumption is satisfied, the distribution of the standardized residuals
should appear to come from a standard normal probability distribution.
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Standardized Residual Plot .f3)

Standardized Residuals

Observation Predicted vy Residual Standardized Residual

1 15 -1 -0.5345

2 25 -1 -0.5345
3 20 -2 -1.0690
4 15 2 1.0690

5 25 2 1.0690
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Standardized Residual Plot zof3)

Standardized Residual Plot

All of the standardized residuals are between —1.5 and +1.5, indicating
that there is no reason to question the assumption that € has a normal
distribution.
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Outliers and Influential Observations

Detecting Outliers
* An outlier is an observation that is unusual in comparison with the other data.
* Minitab classifies an observation as an outlier if its standardized residual value is

<—2o0r>+2.

* This standardized residual rule sometimes fails to identify an unusually large
observation as being an outlier.

* This rule’s shortcoming can be circumvented by using studentized deleted residuals.

* The |i”1 studentized deleted residua]| will be larger than the
|i" studentized residuall.
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Chapter 15 - Multiple Regression

15.1 - Multiple Regression Model

15.2 - Least Squares Method

15.3 - Multiple Coefficient of Determination

15.4 - Model Assumptions

15.5 - Testing for Significance

15.6 - Using the Estimated Regression Equation for Estimation and Prediction
15.7 - Categorical Independent Variables

15.8 - Residual Analysis

15.9 - Logistic Regression
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MULTIPLE REGRESSION ANALYSIS PROCEDURE

cTEp 1 | PRAW A SCATTER PLOT OF EACH PREDICTOR VARIABLE AND THE
OUTCOME VARIABLE TO SEE IF THEY APPEAR TO BE RELATED.

.

STEP 2 CALCULATE THE MULTIPLE REGRESSION EQUATION.

. _

STEP 3 | EXAMINE THE ACCURACY OF THE MULTIPLE REGRESSION EQUATION.

.

STEP 4 CONDUCT THE ANALYSIS OF VARIANCE (ANOVA) TEST.

=

STEP 5 CALCULATE CONFIDENCE INTERVALS FOR THE POPULATION.

.

STEP 6 MAKE A PREDICTION!
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Multiple Regression ( 4f it §F )
* |In this chapter we continue our study of regression analysis by considering situations

involving two or more independent variables.

* This subject area, called multiple regression analysis, enables us to consider more
factors and thus obtain better estimates than are possible with simple linear regression.
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Multiple Regression Model

The equation that describes how the dependent variable y is related to the
independent variables x4, X3, ..., X, and an error term is:

Yy = Lo+ B1x1 + Boxy + -+ Bpx, £

where By, B1, B2, Bp are the parameters, and ¢ is a random variable called
the error term.
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Multiple Regression Equation

The equation that describes how the mean value of y is related to
X1, X2, e, xp IS:

E(y) = o + p1x1 + Paxz + -+ BpXp
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Estimated Multiple Regression Equation
Y =by+ byx; +byx, + -+ byx,

A simple random sample is used to compute the sample statistics by, by, b>,...,
b, that are used as the point estimators of the parameters S, 1, B2, Bp-
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Multiple Regression Model (10f3)

Example: Programmer Salary Survey

A software firm collected data for a sample of 20 computer programmers. A suggestion was
made that regression analysis could be used to determine if salary was related to the years

of experience and the score on the firm’s programmer aptitude test.

The years of experience, score on the aptitude test, and corresponding annual salary
(S1000s) for a sample of 20 programmers is shown on the next slide.

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 76
password-protected website or school-approved learning management system for classroom use.



Statistics for Business and Economics (14e, Metric Version)

Multiple Regression Model (2of3)

Exper. (Yrs.) Test score Salary ($1000s) Exper. (Yrs.) Test score Salary ($1000s)
78 24.0 9 88 38.0
100 43.0 2 73 26.6
86 23.7 10 75 36.2
82 34.3 74 29.0
10 84 38.0 87 34.0
75 22.2 79 30.1
80 23.1 94 33.9
83 30.0 70 28.2
91 33.0 89 30.0

U = b

w w oo ~ 0 O

o o +—» O
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Multiple Regression Model of3)

Suppose we believe that salary (y) is related to the years of experience (x;) and the score on
the programmer aptitude test (x,) by the following regression model:

v = Bo+ P1x1+ frx; + ¢

where
y = annual salary (51000s)
x4 = years of experience
X, = score on programmer aptitude test

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 78
password-protected website or school-approved learning management system for classroom use.



Statistics for Business and Economics (14e, Metric Version)

Solving for the Estimates of 5, 1, b2 1of2)

Least Squares
Input Data Output

X1 X Y Computer b,

Package _
4 78 24 £ b, =

for Solving
7 100 43 — _
Multiple

- Regression
3 89 30 Problems etc.
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Solving for the Estimates of S, 1, b2 20f2)

Regression Equation Output:

Predictor Coef SE Coef T P

Constant 3.17394 6.15607 0.5156 0.61279
Experience 1.4039 0.19857 7.0702 1.9E-06
Test Score 0.25089 0.07735 3.2433 0.00478

The estimated regression equation is:
SALARY = 3.174 + 1.404(EXPER) + 0.251(SCORE)
(Note: Predicted salary will be in thousands of dollars.)
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Testing for Significance

* In simple linear regression, the F and t tests provide the same conclusion.
* In multiple regression, the F and t tests have different purposes.

e The Ftestis referred to as the test for overall significance.

If the F test shows an overall significance, the t test is used to determine whether
each of the individual independent variables is significant.

* A separate t test is conducted for each of the independent variables in the model.
* We refer to each of these t tests as a test for individual significance.
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Testing for Significance: F Test

* Hypotheses: Ho: p1=B2==pp =0

H,: One or more of the parameters is not equal to zero.

» Test Statistic: F = HoR
MSE
* Rejection Rule: Reject H if the p-value< aorif F > F,

where F, is based on an F distribution with p degree of freedom in
the numerator and n —p — 1 degrees of freedom in the denominator.
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F Test for Overall Significance (1 of3)

* Hypotheses: Hy: 1 =6,=0

H,: One or more of the parameters is not equal to zero.

* Rejection Rule: Fora = 0.05anddf=2, 17; Fy o5 = 3.59
Reject H, if the p-value < 0.05 or F > 3.59

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 83
password-protected website or school-approved learning management system for classroom use.



Statistics for Business and Economics (14e, Metric Version)

F Test for Overall Significance (2of3)

ANOVA Output

Analysis of Variance

SOURCE DF SS

Regression 2 500.3285
Residual Error 17 99.45697

Total 19 599.7855

p-value used to test for
overall significance

N
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F Test for Overall Significance of3)

__ MSR _ 250.16

= = = 42.76
MSE  5.85

 Test Statistics: F

* Conclusion: p-value < 0.05 so we can reject H,.
Also, F = 42.76 > 3.59
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Testing for Significance: t Test

* Hypotheses: Hy: B;i =0
Ha: ﬂi + 0

* Test Statistic: t =—

* Rejection Rule: Reject Hy if the p-value < aorift < =ty orift = t,;

where t,/, is based on a t distribution with n —p — 1 degrees of
freedom.

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 86
password-protected website or school-approved learning management system for classroom use.



Statistics for Business and Economics (14e, Metric Version)

t Test for Significance of Individual Parameters @ of4)

* Hypotheses: Hy: b; =0
Ha: bi * 0

* Rejection Rule: Fora = 0.05and df=17;ty 9.5 = 2.11
Reject H, if the p-value < 0.050rt < —2.11orift > 2.11
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t Test for Significance of Individual Parameters 20f4)

Regression Equation Output

Predictor Coef SE Coef T P
Constant 3.17394 6.15607 0.5156 0.61279

EXxperience 1.4039 0.19857 7.0702 1.9E-06

Test Score 0.25089 0.07735 3.2433 0.00478

or otherwise on a 88
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t Test for Significance of Individual Parameters zof4)

Regression Equation Output

Predictor Coef SE Coef T P
Constant 3.17394 6.15607 0.5156  0.61279
Experience 1.4039 0.19857  7.0702 1.9E-06
Test Score 0.25089 0.07735

/

{ t statistic and p-value used to test for

the individual significance of “Test Score”
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t Test for Significance of Individual Parameters @of4)

 Test Statistics:

b, 1.4039
— =7.07
Sp,  0.1986

b, _0.25089
Sh. 0.07735

t =

= 3.24

t =

* Conclusions Reject both Hy: ;1 = 0and Hy: 5, = 0.

Both independent variables are significant.
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Testing for Significance: Multicollinearity (& & {4)

The term multicollinearity refers to the correlation among the independent
variables.

* When the independent variables are highly correlated (say, || > 0.7), it is not possible to
determine the separate effect of any particular independent variable on the dependent

variable.

* If the estimated regression equation is to be used only for predictive purposes, multicollinearity
is usually not a serious problem.

* Every attempt should be made to avoid including independent variables that are highly
correlated.
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Chapter 16 - Regression Analysis: Model Building

* 16.1 — General Linear Model
16.2 — Determining When to Add or Delete Variables
16.3 — Analysis of a Larger Problem

16.4 — Variable Selection Procedures

16.5 — Multiple Regression Approach to Experimental Design

16.6 — Autocorrelation and the Durbin-Watson Test
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Variable Selection Procedures

Stepwise Regression
Forward Selection

Backward Elimination

il

Best-Subsets Regression

* The first three procedures are lterative; one independent variable at a time is added or
deleted based on the F statistic.

* The first 3 procedures are heuristics and therefore offer no guarantee that the best
model will be found.

* In the fourth procedure different subsets of the independent variables are evaluated.
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Variable Selection: Stepwise Regression (1of2)

e At each iteration, the first consideration is to see whether the least significant variable

currently in the model can be removed because its F value is less than the user-
specified or default Alpha to remove.

* |f novariable can be removed, the procedure checks to see whether the most significant
variable not in the model can be added because its F value is greater than the user-
specified or default Alpha to enter.

* If novariable can be removed and no variable can be added, the procedure stops.
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Variable Selection: Stepwise Regression (2 of2)

Compute F stat. and
p-value for each indep.

variable not in model

Indep. variable

Any
p-value < alpha

to enter
?

No

( St;p >

Yes

h

Any Yes with largest
p-value > alpha T p-value is
to remove removed
? from model
Compute F stat. and —.
p-value for each indep. « ' e
variable in model iteration

/Start with no indep.

\ variables in model

Indep. variable with
smallest p-value is
entered into model
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Variable Selection: Forward Selection (1 0f2)

* This procedure is similar to stepwise regression, but does not permit a variable to be
deleted.

* |t adds variables one at a time as long as a significant reduction in the error sum of
squares (SSE) can be achieved.
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Variable Selection: Forward Selection ¢ of2)

Start with no indep.
variables in model

h

Compute F stat. and
p-value for each indep.
variable not in model

AN Vs Indep. variable with
p-value < alpha smallest p-value is

to e_;*;ter entered into model

( stop )
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Variable Selection: Backward Elimination (102

* This procedure begins with a model that includes all the independent variables the modeler
wants considered.

* |t then attempts to delete one variable at a time by determining whether the least significant

variable currently in the model can be removed because its p-value is less than the user-
specified or default value.

* Once avariable has been removed from the model, it cannot reenter at a subsequent step.

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 98
password-protected website or school-approved learning management system for classroom use.



Statistics for Business and Economics (14e, Metric Version)

Variable Selection: Backward Elimination of2)

Start with all indep.
variables in model

Compute F stat. and
p-value for each indep.
variable in model

AHN Yes Indep. variable with
p-value > alpha largest p-value is

to FE;T-'DVE removed from model

" sop D)
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Variable Selection: Best-Subsets Regression (10f2)

* The three preceding procedures are one-variable-at-a-time methods offering no
guarantee that the best model for a given number of variables will be found.

* Minitab output identifies the two best one-variable estimated regression
equations, the two best two-variable equations, and so on.

* Some software packages include best-subsets regression that enables the user to
find, given a specified number of independent variables, the best regression

model.
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Variable Selection: Best-Subsets Regression (20f2)

Example: PGA Tour Data

The Professional Golfers Association keeps a variety of statistics regarding performance
measures. Data include the average driving distance, percentage of drives that land in the

fairway, percentage of greens hit in regulation, average number of putts, percentage of sand
saves, and average score.

© 2020 Cengage. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part, except for use as permitted in a license distributed with a certain product or service or otherwise on a 101
password-protected website or school-approved learning management system for classroom use.



Statistics for Business and Economics (14e, Metric Version)

Variable-Selection Procedures (1 ofs)

Variable Names and Definitions
Drive: average length of a drive in yards
Fair: percentage of drives that land in the fairway

Green: percentage of greens hit in regulation (a par-3 green is “hit in regulation” if the
player’s first shot lands on the green)

Putt: average number of putts for greens that have been hit in regulation
Sand: percentage of sand saves (landing in a sand trap and still scoring par or better)

Score: average score for an 18-hole round
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Variable-Selection Procedures (2 of s)

Sample Data (Part 1)

Drive Fair Green Putt Sand Score
277.6 .681 .667 1.768 .550 69.10
259.6 .691 .665 1.810 .536 71.09
269.1 .657 .649 1.747 472 70.12
267.0 .689 .673 1.763 .672 69.88
267.3 581 .637 1.781 521 70.71
255.6 778 .674 1.791 455 69.76
272.9 .615 .667 1.780 476 70.19
265.4 718 .699 1.790 .551 69.73
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Variable-Selection Procedures :ofs)

Sample Data (Part 2)

Drive Fair Green Putt Sand Score
272.6 .660 672 1.803 431 69.97
263.9 .668 .669 1.774 493 70.33
267.0 .686 .687 1.809 492 70.32
266.0 .681 .670 1.765 .599 70.09
258.1 .695 .641 1.784 .500 70.46
255.6 792 672 1.752 .603 69.49
261.3 .740 .702 1.813 .529 69.88
262.2 721 .662 1.754 .576 70.27
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Variable-Selection Procedures @ ofs)

Sample Data (Part 3)

Drive Fair Green Putt Sand Score
260.5 .703 .623 1.782 .567 70.72
271.3 671 .666 1.783 492 70.30
263.3 714 .687 1.796 468 69.91
276.6 .634 .643 1.776 541 70.69
252.1 726 .639 1.788 493 70.59
263.0 .639 .647 1.760 374 70.81
253.5 732 .693 1.797 518 70.26
266.2 .681 .657 1.812 472 70.96
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Variable-Selection Procedures s of s)

Sample Correlation Coefficients

Score Drive Fair Green Putt
Drive -.154
Fair -.427 -.679
Green -.556 -.045 421
Putt .258 -.139 101 .354
Sand -.278 -.024 .265 .083 -.296
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Variable-Selection Procedures s of s)

Best Subsets Regression of SCORE

Varsx R-sqg R-sq(a) C-p S D F G P S
1 30.9 27.9 26.9  .39685 X

1 18.2 14.6 35.7 43183 X

2 54.7 50.5 12.4 32872 X X

2 54.6 50.5 12.5 .32891 X X

3 60.7 55.1 10.2 31318 X X X

3 59.1 53.3 11.4 .31957 X X

4 72.2 66.8 4.2 .26913 X X X

4 60.9 53.1 12.1 32011 X X X X
5 72.6 65.4 6.0 .27499 X X X X X
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Variable-Selection Procedures (7 ofs)
Minitab Output

The regression equation
Score = 74.678 - .0398(Drive) - 6.686(Fair) - 10.342(Green) + 9.858(Putt)

Predictor Coef Stdev t-ratio p
Constant 74.678 6.952 10.74 .000
Drive -.0398 .01235 -3.22 .004
Fair -6.686 1.939 -3.45 .003
Green -10.342 3.561 -2.90 .009
Putt 9.858 3.180 3.10 .006
s =.2691 R-sq=72.4% R-sq(adj) = 66.8%
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Variable-Selection Procedures s ofs)

Minitab Output

Analysis of Variance

SOURCE DF
Regression 4

Error 20

Total 24

3.79469
1.44865
5.24334

MS
94867
.07243

13.10

p

.000
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Logistic regression

* Most important model for categorical response (y;) data

* Categorical response with 2 levels (binary: 0 and 1)

* Categorical response with > 3 levels (nominal or ordinal)

* Predictor variables (x.) can take on any form: binary, categorical,
and/or continuous
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Logistic Regression

* Models relationship between set of variables X,
* dichotomous (yes/no, smoker/nonsmoker,...)
* categorical (social class, race, ... )
* continuous (age, weight, gestational age, ...)
and
* dichotomous categorical response variable Y

¢.g. Success/Failure, Remission/No Remission, Survived/Died,
CHD/No CHD, Low Birth Weight/Normal Birth Weight
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Sigmoid curve for logistic regression

linear ~—
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Logistic Regression Curve
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Logit Transformation

Logistic regression models transform probabilities called logits.

- _ P;
where logit(p,) = log [,

i indexes all cases (observations).

p; 1s the probability the event (a sale, for example) occurs
in the /™ case.

log 1s the natural log (to the base e).
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Logistic regression model with a single
continuous predictor

logit (p;) = log (odds) = 5, + f,X
where
logit(p;)  logit transformation of the probability of the event
B intercept of the regression line
B, slope of the regression line
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Assumption

Pi Logit(P,)
A

/(,-)

Predicto? Predicto?
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Interpretation of a single continuous
parameter

* The sign () of B determines whether the log odds of y is
increasing or decreasing for every I-unit increase in X.

* [f B > 0, there 1s an increase 1n the log odds of y for
every l-unit increase 1n X.

* [f B <0, there 1s a decrease in the log odds of y for every

1 -unit increase 1n X.

 If B = 0 there 1s no linear relationship between the log
odds and x.
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Parameter Interpretation (ctd).

* Exponentiating both sides of the logit link function we get the

following:
(1 P j = odds = exp(f, + f,X)) = e S
— P

* The odds increase multiplicatively by ¢ for every l-unit
Increase 1n Xx.

* Whether the increase 1s greater than 1 or less than one depends
on whether 5> 0 or f <O0.

e The odds at X = x+1 are € times the odds at X = x. Theretore,

¢ is an odds ratio!
e
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Logistic regression model with a single
categorical (> 2 levels) predictor

logit (p) = log (odds) = 3, + B.X,

where

logit(p,)  logit transformation of the probability of the event
By intercept of the regression line

B difference between the logits for category k vs. the

reference category




- Logistic Regression

Example: Coronary Heart Disease (CD) and Age In this study
sampled individuals were examined for signs of CD (present = 1/absent
= () and 1ts potential relationship with the age (yrs.) was considered.
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Note: There are 100 subjects participating in the study.
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Logistic Regression
* How can we analyze these data?

70 — - * Means and Std Deviations
1 . Level MNumber  Mean StdDev Std
50+ 0 57 391754 102018
1 ' 1 43 512791 099793
&
50— . ' " t Test
§4n—- "ii ‘ s '
t Aszzuming unequal variances
’ . { Difference 12.1036 t Ratio o477
30 . Std Err Dif 2.0352 DF 9161987
: . Upper CLDIf  16.1459 Prob={f  <.0001*
204 Lower CL Dif &.0614 Prob =t < (01*
| ——rrrrri—— —t—t—————hrrrr— Confidence 0.95 Prob<t 1.0000
0 1 o= o uy m @ @
|:i o T | Lo} o T | d
cD
Normal Quantie Non-pooled t-test

The mean age of the individuals with some signs of
coronary heart disease is 51.28 years vs. 39.18 years for
”indiﬁviidulals without signs (t =5.95, p <.0001).
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