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2% % 127+ & 47 (Exploratory Data Analysis)

2 &7 TR & 47 (Confirmatory Data Analysis)
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= &L it 1 4 37 (Descriptive Analytics) iR B A AT
(Predictive Analytics) ~ %2E & 14 %4 F7 (Prescriptive Analytics)
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4 types of Data Analytics
¢ Value

Prescriptive

Predictive

Diagnostic

What is the data telling you?
Descriptive: What's happening in my business?
*  Comprehensive, accurate and live data

+  Effective visualisation

Diagnostic: Why is it happening?

*  Ability to drill down to the root-cause
= Ability to isolate all confounding information

Predictive: What's likely to happen?

*  Business strategies have remained fairly consistent over time

*  Historical patterns being used to predict specific outcomes
using algorithms

*  Decisions are automated using algorithms and technology

Prescriptive: What do | need to do?

*  Recommended actions and strategies based on champion /
challenger testing strategy outcomes
*  Applying advanced analytical technigues to make specific

recommendations
- C) Principa
Complexity (4
] WWW.principa.co.za

http://www.kdnuggets.com/2017/07/4-types-data-analytics.html
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Techniques ( %% The Elements of Statistical Learning)
- % #g (Classification) £2 £ & _% 47 (Cluster Analysis)
> % ¥ L jF(Logistic Regression)

- 4 % #H(Classification and Regression Tree ; CART)
2> 54 5 e % (Neural Networks ; NN)

2> it #F v £ #(Support Vector Machine ; SVM)

~ & * ¥t 7 (Nonparametric Regression)

> B 7| (Times Series)

-2 % & i 3 (Density Estimation)
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1 g Eyﬁ (Logistic Regression)
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FpA SRR (NN)T= B 4 A
A ﬁa., * K (Input Layer) ~ *& & & (Hidden
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R & R 327 (Generalized Linear Model)

Model Random Link Systematic
Lingar Regression Normal [dentity Continuous
ANOVA Normal [dentity Categorical
ANCOVA Normal dentity Mixed
Logistic Regression Binomial Logit Mixed
Loglinear Poisson 0 Categorical
Poisson Regression Poisson 0 Mixed
Multinomial response Multinomial Generalized Logt Mixed




Simple Linear Regression
Model the mean of a numeric response Y as a
function of a single predictor X, I.e.
E(Y|X) = b, + b,f(x)

Here f(x) 1s any function of X, e.qg.
fx) =X = E(Y|X)=b,+b,X (ling)
f(x) = In(X) =» E(Y|X) =b, + b,In(X) (curved)

The key Is that E(Y|X) 1s a linear In the
parameters b, and b, but not necessarily in X.
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E(Y [ X) =4, + Bix

B, = Estimated Intercept
- y-value atx=0

B, = Estimated Slope
= Change in Y for every
unit iIncrease in X
= estimated change
In the mean of Y for
a unit change in X.



Multiple Linear Regression

We model the mean of a numeric response as
linear combination of the predictors themselves
or some functions based on the predictors, I.e.

E(le) - 180 T ﬂ1X1+ IBZXZ t...t /Bpxp
N _/
N

Here the terms in the model are the predictors

E(YIX) = fy + BT+ By To00 ...+ B A9

——
Here the terms in the model are k different functions of the p predictors




Multiple Linear Regression

For the classic multiple regression model
ECY[X) =b, + b X+ b,X, +...+ b X,

the regression coefficients (b;) represent the
estimated change in the mean of the response Y
assoclated with a unit change in X; while the
other predictors are held constant.

They measure the association between Y and X;
adjusted for the other predictors in the model.




General Linear Models
« Family of regression models

 Response Model Type
— Continuous Linear regression
— Counts Poisson regression
—Survival times  Cox model
— Binomial Logistic regression
« Uses

— Control for potentially confounding factors
— Model building , risk prediction



Logistic regression

Most important model for categorical
response (y;) data

Categorical response with 2 levels (binary: O
and 1)

Categorical response with > 3 levels (nominal
or ordinal)

Predictor variables (x;) can take on any form:
binary, categorical, and/or continuous



Logistic Regression

» Models relationship between set of variables X.
— dichotomous (yes/no, smoker/nonsmoker,...)
— categorical (social class, race, ... )
— continuous (age, weight, gestational age, ...)
and
—dichotomous categorical response variable Y

e.g. Success/Failure, Remission/No Remission,
Survived/Died, CHD/No CHD, Low Birth
Weight/Normal Birth Weight




Sigmoid curve for logistic regression

linear —
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Logit Transformation

Logistic regression models transform
probabilities called logits.

logit(p,) = Iog[ P, ]
where —P

| Indexes all cases (observations).

p; IS the probability the event (a sale, for
example) occurs in the it" case.

log Is the natural log (to the base e).



Logistic regression model with a single
continuous predictor
logit (p;) = log (odds) = £, + £, X,

where

logit(p;) logit transformation of the probability
of the event

Jor Intercept of the regression line
By slope of the regression line



Assumption

P Logit(P.)

A A

o Logit
/_-Transformf (pl)

Predicto? Predlctor




Interpretation of a single continuous
parameter

» The sign (£) of B determines whether the log
odds of y Is Increasing or decreasing for every
1-unit increase In X.

« If 3 >0, there Is an increase in the log odds of
y for every 1-unit increase In X.

« If 3 <0, there Is a decrease Iin the log odds of y
for every 1-unit increase in X.

 If B =0 there is no linear relationship between
the log odds and x.



Parameter interpretation (ctd).

» Exponentiating both sides of the logit link
function we get the following:

(%j: odds = exp(8, + B,X;) = e’ e/
— P

» The odds increase multiplicatively by ¢’ for
every 1-unit increase in X.

» Whether the increase Is greater than 1 or less
than one depends on whether 5> 0 or 5 < 0.

. The odds at X = x+1 are €’ times the odds at X =
x. Therefore, ¢’ is an odds ratio!




Logistic regression model with a single
categorical (= 2 levels) predictor

logit (p;) = log (odds) = £, + SX,
where
logit(p;) logit transformation of the

probability of the event
Jor Intercept of the regression line
B difference between the logits for
category k vs. the reference
category




Logistic Regression
Example: Coronary Heart Disease (CD) and Age
In this study sampled individuals were examined for
signs of CD (present = 1/absent = 0) and its potential
relationship with the age (yrs.) was considered.
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Logistic Regression
» How can we analyze these data?

70

— - * Means and Std Deviations
' ! Level MNumber Mean 5td Dev Sitd
507 0 57 394754 10.2018
i 1 43 5.2 049703
=0 ¥ ¥ t Test
o -
2 40 ) o .
Aszzuming unequal variances
Difference 12.1035 tRatio 594727
30 Std Err Dif 2.0352 DF 91.61987
Upper CL Dif 16.1459 Prob = [t < [001*
20— Lower CLDIf  3.0614 Prob=t  «.0001*
T —T — T Confidence 0.95 Prob <t 1.0000
: 1 5 52 5 88 8
I:.D = =
Normal Quantile Non-pOOIQd t-teSt

The mean age of the individuals with some signs of
coronary heart disease Is 51.28 years vs. 39.18 years for
Individuals without signs (t = 5.95, p <.0001).



Logistic Regression

Smooth Regression Estimate?

Simple Linear Regression?

1 - [ W )

= present)
=
T

cD(1

Age (vrz.)

E(CD | Age) =—-.54+.02- Age

e.g. Foranindividual 50 years of age
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E(CD | Age =50) = —.54 +.02-50 = .46 77
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The smooth regression estimate is
“S-shaped” but what does the
estimated mean value represent?

Answer: P(CD|Age)!!!!



Logistic Regression

We can group individuals into age classes and
look at the percentage/proportion showing signs of
coronary heart disease.
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Notice the “S-shape” to the
estimated proportions vs. age.




P(“Success”|X)
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Logit Transformation

The logistic regression model Is given by
eﬂo"'ﬂlx

P(Y | X) =

l_l_ eﬂo"‘ﬁlx
which iIs equivalent to
in P 1 X)

1-P(Y | X)

~

This is called the
Logit Transformation

J:ﬁo_l_ﬁlx




Example: Age at 15t Pregnancy & Cervical Cancer

Use Fit Model Y = Disease Status
X = Risk Factor Status

Fit Model When the response Y is a
v vE'::c?ilclfrsniCiﬁcaﬁun Pick Reole Variables G&cnalﬁy: ominal Logistic ey diCI:]OtomOUS Categori-cal
th Dscase St th Discase Siatus variable the Personality box

_—_— Run e will automatically change to
re= Non_un_al Loglstlc_:, e.
Logistic Regression will be
Construct Model Effects used.
R_emember when a |
dichotomous categorical
Mactos v predictor is used JMP uses
Degree -
trivtes = +1/-1 coding. If you want
Tranzform =
O o tercept you can code them as 0-1 and

treat 1S as numeric.




Example: Age at 1st Pregnancy & Cervical Cancer

Parameter Estimates

Term Estimate Std Error Chisquare Prob>Chisg
Intercept -2 1828122 02123468 105.62 <.0001*
Preg. Age[==25] 080737587 02123482 g.18 0.0042

For log odds of CeryicalControl

Thus the estimated odds ratio IS
In(OR) = 23, = 2(.607) =1.214

OR =e"*** =3.37

Women whose first pregnancy Is at or before age 25
have 3.37 times the odds for developing cervical cancer
than women whose 15t pregnancy occurs after age 25.



Example: Age at 1st Pregnancy & Cervical Cancer

Parameter Estimates

Term Eztimate Std Error Chisquare Prob>ChiSg
Intercept -2 18259122 02123458 105.68 <. 0001
Preg. Age[==25] 080737537 0.2123453 2.18 0.0042%

For log oddz of Cervical'Control

Thus the estimated odds ratio IS
* Odds Ratios

For Dizea=ze Status odd=s of Cervical verzsus Control

¥ Odds Ratios for Freg. Age
Levell /Level2 Odds Ratio Reciprocal

= 23 €= 25 02967837 3.3694573

—— “——

Risk Present —p Odds Ratio for disease
associated with risk presence



Example 1: Smoking and Low Birth Weight

Use Fit Model Y = Low Birth Weight (._ow, Norm)
X = Smoking Status (Cig, NoCig)

Parameter Estimates

Term Estimate 5td Error ChiSquare Prob>Chisg ﬂl -
Intercept -2.0608189 0.0127482 26133 0.0000* _ 2,31 _ ..670
Smoking Statuz[Cig]  0.33453485 0.0127482 §90.22 <. 0001* OR =€ =€ u 1954

For log oddz of Low/Morm

Odds Ratios :
We estimate that women who
For Low Birth odd= of Low versus Norm

_ : smoker during pregnancy have 1.95
¥ Odds Ratios for Smoking Status

. _ _ times higher odds for having a child
Level Qelds Ratig” Recibroca —\vith low birth weight than women
MoCig \ Cig 0.5 3 EE:IE-..-;’ ] ]
who do not smoke cigarettes during

pregnancy.



Example 1: Smoking and Low Birth Weight

' Parameter Estimates |

Term Estimate Std Error Chisquare Prob>Chisg 'B i 339
Intercept -2.0608185 0.0127482 26133 0.0000* OR = ez,él _ e.670 —1.954
Smoking Status[Cig]  0.33453468 0.0127482 690.28 <. 0001* :

For log edd= of Low/Morm

Find a 95% CI for OR
1t Find a 95% CI for b,

B, +1.96SE(f,) = .335+1.96 - (.013) = .335 +.025 = (.310,.360)
2" Compute ClI for OR = (g2-CL, g2UCL)

(eZ><310’eZ><.360) — (186 | 205)

We estimate that the odds for having a low birth weight infant are between 1.86

(LCL,UCL)

and 2.05 times higher for smokers than non-smokers, with 95% confidence.




Example 1. Smoking and Low Birth Weight

We might want to adjust for other potential
confounding factors in our analysis of the risk
assoclated with smoking during pregnancy. This IS
accomplished by simply adding these covariates to
our model.

Multiple Logistic Regression Model

j:/go +181X1+182X2+'“+18pxp

Before looking at some multiple logistic regression examples we
need to look at how continuous predictors and categorical
variables with 3 or levels are handled in these models and how
associated OR’s are calculated.



Example 2: Signs of CD and Age

Fit Model Y =CD (CD if signs present, No otherwise)
X = Age (years)

Logistic Plot " Parameter Estimates
1.00
Term Estimate S5td Error ChiSquare Prob>Chi5sq
Intercept -5.308453 1.1338548 2184 = 0001*
0757 Age 0.11092114 0.0240593 2125 < 0001

For log odds of CDV/No

Consider the risk associated with a c year increase in age.

Odds for Age = x +¢  e~*Ake

_— =" = e 1
Odds for Age = x g ot A

Odds Ratio (OR) =




Example 2: Signs of CD and Age

For example consider a 10 year increase In age,
find the assoclated OR for showing signs of CD, I.e.
c=10

OR = ecb — elO*.lll = 3.03

Thus we estimate that the odds for exhibiting
signs of CD increase threefold for each 10 years of

age. Similar calculations could be done for other
Increments as well.

For example for a ¢ = 1 year increase

OR =eb=¢e111=1.18 or an 18% increase in odds
per year




Example 2: Signs of CD and Age

B Can we assume that the increase In risk
assoclated with a ¢ unit increase 1S constant
throughout one’s life?

| Is the increase going from 20 - 30 years of
age the same as going from 50 - 60 years?

| If that assumption Is not reasonable then one
must be careful when discussing risk
assoclated with a continuous predictor.



Example 3: Race and Low Birth Weight

" Parameter Estimates
+1 for race = black

Term Estimate Std Error Chisquare Prob>Chisq
—1 for race = white

Intercept 21975794 0.0165805 17572 0.0000*
Race[Black] 0.41025325 0.01%0908 451.89 <. 0001*
Race[Other]  -0.0850282 0.0309&3 G20 0.0040*
For log oddz of Low/Morm

Calculate the odds for low birth weight for each race ( ow, Norm)
White Infants (reference group, missing in parameters)

Race[Black] = {

+1 for race = other

Race[Other] =
[ : {—1 for race = white

e—2.198+.410(—1)—.089(—1) _ e—2.198—.410+.089 — 0805
Black Infants OR for Blacks vs. Whites
_ _ =.167/.0805 = 2.075

e 2.198+.410(+1)-.089(0) _ 167
Other Inf OR for Others vs. Whites
ther Infants = 102/.0805 = 1.267

~2.198+.410(0)-.089(+1) _ 102

S

OR for Black vs. Others
=.167/.102 = 1.637




Example 3: Race and Low Birth Weight

Finding these directly using the estimated
parameters is cumbersome. JMP will compute the
Odds Ratio for each possible comparison and their
reciprocals in case those are of interest as well.

* Odds Ratios Odds Ratio column i1s odds for
For Low Birth odds of Low verzus Norm Low for Level 1 vs. Level 2.

'. 1 - -
Odds Ratios for Race Reciprocal is odds for Low for
Levell /Level? Odds Ratio Reciprocal Level 2 vs. Level 1. These are
= - A0R542 5476033 : -
Other  Black heoests 1LERENE the easiest to interpret here as

VWhite  Black 0.4811589  2.0783155 ) .
Ahte  Other 17e27e0 1221217 LNEY represent increased risk.



Putting It all together

Now that we have seen how to interpret each
of the variable types in a logistic model we can
consider multiple logistic regression models with
all these variable types included in the model.

We can then look at risk associated with
certain factors adjusted for the other covariates
Included in the model.



Example 3: Smoking and Low Birth Weight

« Consider again the risk associated with smoking
but this time adjusting for the potential
confounding effects of education level and age of
the mother & father, race of the child, total number
of prior pregnancies, number children born alive
that are now dead, and gestational age of the infant.

Parameter Estimates

Term Estimate 5idError ChiSquare Prob>Chisg

Intercept 743444117 02557917 9057.5 0.0000%

Gender of child[1] 01858494  0.01415 171.54 <.0001* Several terms are not

Lge of father -0.0012934 0.0030945 0.17 0.ETED .. ) .

£.ge of mother 0.00221874  0.003829 0.34 0.55232 StatIStlca”y Slgnlflcant
Education of father (vears)  0.00357121 0.00722M 0.28 0150 ] )
Education of mother (vears)  -0.004707% 0.0074148 0.40 0.5285 and COUld ConSIdel" USII']g
Total Preg -0.0444083  0.010651 17.38 <. 0001* .. )

BDead 0.158010232 0.0882007 3.21 0.0732 baCkwaI"dS ellmlnatIOn to
Smoker]Cigs] 0.3842717% 0.0207728 34218 = 0001° ) )

Race[Black] 0.20104855 0.0283675 4217 <.0001* Slmpllfy the mOdel,
Race[Other] 0.0T3E7TE35  0.0422828 3.04 0.0812

Gest Age 07020381 0.0085832 11474 0.0000*

For log odds of Low/Norm



* Parameter Estimates

Example 3: Race and Low Birth Weight

None of the mother and farther

Term Eztimate 5td Error ChiSquare Probk>Chisqg ) )

Intercept 32.3038037 0.2054094 12325 romoes related covariates entered into the
Gender of child[1]  -0.1784798 (0.0122621 211,86 <.0001* final del

Total Preg 0.0335729 (0.0079688 17.75 <0001 Inal MOdel.

BDead 0.1724931 0.0730857 5.57 0.0183 . :

Smoker|Cigs] 0.33081327 0.0162453 242 30 < 0001* AdJUStmg for the included

REI:E[EIEI:L':- 0.21258524 0.0240093 78.40 <.0001* Covarlates we flnd Smoklng IS
Race[Other] 0.07032665 0.0373297 3,48 0.0830 o -

Gest Age 08510415 00054502 14545 soo00-  Statistically significant (p < .0001)

For log oddz of Law/Marm

" Odds Ratios for Smoker

Leveld Odds Ratio/ Reciprocal
Mo 0.4669064 TS

Odds Ratios for the other factors in the model can be
computed as well. All of which can be prefaced by the
“adjusting for...” statement.

Adjusting for the included covariates we
find the odds ratio for low birth weight
associated with smoking during pregnancy
IS 2.142.




Summary

B In logistic regression the response (Y) Is a
dichotomous categorical variable.

M The parameter estimates give the odds ratio
assoclated the variables in the model.

B These odds ratios are adjusted for the other
variables in the model.

B One can also calculate P(Y|X) if that is of interest,
e.g. given demographics of the mother what is the
estimated probability of her having a child with
low birth weight.



Interpretation of a single categorical parameter

* |f your reference group Is level 0, then the
coefficient of g, represents the difference in the
log odds between level k of your variable and
level O.

. Therefore, ¢’ is an odds ratio for category k vs.
the reference category of x.



Hypothesis testing

« Significance tests focuses on atest of Hy: =0
vs. H_: B #0O.

» The Wald, Likelihood Ratio, and Score test are
used (we’ll focus on Wald method)

« Wald CI easily obtained, score and LR CI
numerically obtained.

« For Wald, the 95% CI (on the log odds scale)

s S +1.96(SE(/))



95% CI for parameter

« Similarly, the Wald 95% CI for the odds ratio
IS obtained by exponentiation.

* The following yields the lower and upper 95%
confidence limits:

exp(S3 +1.96(SE(/3))

» 1.96 corresponds to z; 4s,, Where z~N(0,1)




Hypothesis testing (ctd)

« The Wald statistic of the test H,: B = B, IS

L3'1 — -"fﬂjz 2
—_— . ™ X3
var( /7]

 Under H,, the test statistic is asymptotically
chi-sg. with 1 df (at o = 0.05, the critical value
IS 3.84).
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Prob. of Cooperation

B | | | | |
0 2 4 6 8 10

T-value

logit (p(C)) = By + B1T + BoT? + B3T3 + other terms

12




0.4 0.6 0.8

Prob. of Cooperation

0.2

OP & RM
WH (Groups 11, 13, 14)
WH (Groups 12, 13)

|
0 2

T-Value

logit(p) =—2.3999+ .8277T —.1520T " + .0096T" + 2766 Trt 3 —.7458 Gr12&15

(.0889)

(.0855) (.0201) (.0012) (.1090)  (.1762)




BELuFiales (FFA8)

Model I  Model 2 Model 3 Model 4
(RM/WH)  (RM/WH) (RM/WH/WHP) (RM/WH/WHP)
Intercept -2.5279 -3.1827 -3.0029 -3.1000
T 0.8737 0.8762 0.6943 0.6893
T2 -0.1643 -0.1592 -0.1115 -0.1113
T3 0.0106 0.0102 0.0069 0.0069
Groups Dummy | -0.7035
WH Treatment 0.3243
Dummy (.011)
Avg. Payolf 0.1412 0.1633 0.1780
Information 0.2723
Dummy (.034)
Log (likelthood) | -992.616  -991.365 -1733.115 -1730.921
Goodness-of-Fit 700 244 155 248
Concordant 79.8% 80.6% 78.5% 78.8%

Note: All estimations are significant with p <0.0001 unless noted otherwise mn parentheses.
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