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A2 4 Course Description

This course is to introduce the concept of data analysis for big data. In addition to the concept
and analysis methods, the students will learn how to analyze two kinds of big data, structured
data and un-structured data.

A2 P B2 & ¥ 42z Goals& Learning Outcomes

The goal is to develop the skills of a data scientist in the statistical point of view. Emphasized
topics include problem definition, data analysis for hard and soft data, data cleaning, and practical
aspects of big data analysis. For the first part, we will introduce some basic notions of big data,
as well as problem definition. The second and third parts involve case studies of hard and soft
data, in addition to the introduction of their analysis methods. Basically, the analysis of hard data
includes the data mining techniques (Hastie et al., 2009). On the other hand, there is no standard
operating procedure for the soft data yet and the exploratory data analysis skills are suggested.

The students are expected to be familiar with the process and methods of big data after
finishing this course. This course can be helpful to students for finding jobs in the industries and
government.
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#it Lecture ¢ 60% ; 313 Discussion : 15% ; |- %275 %5 Group Activity © 15% ;
#ci> 8 ¥ E-learning : 10% ; # # Others : 0% -

E 1 L & ¥ vk~ 34 4% Evaluation Criteria
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There are regularly based homework, numerical projects, and one final project. The homework
counts 45%, numerical projects 25%, and the final project 30%. The final project is due on
1/10/2025, and the one fails to hand in the final project will result “Fail” in the final grade.

FHARAEFY FVERT T PRFEFHKXE To Use Smart Devices During the Class
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2. Problem Solving: A Statistician’s Guide (1995), by C. Chatfield

3. The Elements of Statistical Learning: Data Mining, Inference, and Prediction (2009), by T. Hastie,
R. Tibshirani, & J. Friedman

4. Doing Data Science (2013), by R. Schutt & C. O’Neil

5. An Introduction to Statistical Learning, with Applications in R (2013), by James, Witten, Hastie,

& Tibshirani

Az 4p M it 3 Course Related Links

ICEF B A 4=k http://csyue.nccu.edu.tw

A2 # Course Attachments
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The software R can be downloaded via http://www.r-project.org
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